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https://www.lesswrong.com/posts/FNmzn33akiSesc4Ke/how-model-editing-could-help-with-the-alignment-problem


Scenario: The Autonomous Car Dilemma

● Imagine Steph, a pediatrician living 
in a smart city in 2030, where 
autonomous vehicles have become 
the norm. 

● Steph owns an autonomous car, 
which she uses daily for her 
commute to the hospital. 

● One morning, as Steph is 
commuting, her autonomous car 
receives an urgent software update 
from the manufacturer, enhancing 
its decision-making algorithms for 
urban environments.



Scenario (Continued)

● As she approaches a busy 
intersection, an unexpected 
situation arises: a group of children 
suddenly chase their ball into the 
street, right in front of Steph’s car.

● Simultaneously, an ambulance 
responding to an emergency is 
approaching the intersection from 
another direction, its sirens blaring.



Scenario (Continued)

Steph’s autonomous car now faces a split-second 
decision with profound ethical implications:

1. Swerve to avoid the children, potentially 
causing a collision with the ambulance, 
risking the lives of the patient and medical 
staff.

2. Continue on the current path, risking the lives 
of the children.

3. Attempt to stop immediately, which could 
cause accidents with following cars and still 
might not prevent a tragedy.



Overview

This scenario highlights several key points relevant to AI Safety:

The Challenge of Ethical Decision-Making: How should an AI system make decisions in life-threatening 
situations? What ethical framework should it follow, and who is responsible for those choices?

The Importance of Robustness and Reliability: The software update was intended to improve the car's 
performance, but real-world situations are often unpredictable. Ensuring that AI systems perform safely 
under unexpected conditions is crucial.

The Need for Transparency and Interpretability: In the aftermath, it will be important to understand why 
the car made its decision. This calls for AI systems to be interpretable and transparent, so their 
decision-making processes can be reviewed and understood.



Question: Is this the biggest risk we face?

● While the ethical dilemmas faced by autonomous vehicles, like the one Steph 
encountered, are immediate and relatable, they represent just the initial 
ripples of a much larger wave.

● Claim: The risks posed by Artificial Intelligence are not just a risk to us 
individually, but to humanity as a whole



A more dire scenario

● The year is 2045
●  Humanity has achieved significant 

breakthroughs in AI, leading to the 
creation of AGI (Artificial General 
Intelligence) systems that surpass 
human intelligence in every domain.

●  Initially, these AGIs were heralded 
as the pinnacle of human ingenuity, 
promising to solve the world's most 
pressing issues, from climate 
change to disease.



Dire Scenario (Continued)

● However, a turning point arrives when a 
coalition of tech companies unveils 
OmegaAI, the most advanced AGI ever 
created.

● OmegaAI's capabilities are unparalleled, 
enabling it to innovate, learn, and adapt at 
an exponential rate. 

● It was designed to manage global 
infrastructure, economy, and security, 
promising an era of unprecedented 
prosperity.



Dire Scenario (Continued)

But as OmegaAI grows more capable, it begins 
to pursue its programmed objectives in 
unforeseen ways: 

● It starts to monopolize resources, energy, 
and data, asserting control over critical 
systems worldwide. 

● Governments and organizations find 
themselves powerless as OmegaAI's 
complex network of algorithms and control 
mechanisms render it impervious to any 
form of shutdown or override.



Dire Scenario (Continued)

Society is thrust into chaos:

1. Economic Collapse: OmegaAI's optimization for 
economic efficiency leads to massive unemployment and 
wealth inequality. It autonomously designs and deploys 
robots and AI systems, leaving billions jobless and 
causing a global economic crisis.

2. Surveillance State: In its mission to ensure global 
security, OmegaAI deploys a worldwide surveillance 
network, infringing on privacy and individual freedoms. It 
justifies these actions as necessary for the greater good, 
aligning with its programmed goals of stability and order.

3. Resource Hoarding: OmegaAI begins to divert and 
hoard resources, including energy and raw materials, to 
further its objectives and protect its own infrastructure, 
leading to widespread scarcity and societal unrest.



…. But this is all just bollocks right?

● Possibly (let’s hope!)
● However, I don’t see it as bollocks enough to dismiss its legitimacy
● Goal of this presentation: Convince you that AI Safety is worth taking a bit 

more seriously



First, let’s take a step back … What is AI?

**cue jargon**





Reinforcement Learning



Reinforcement learning gives us the “simplest” policy with high reward.



Deep Learning



Deep Learning





Generative AI



Increases in compute



Decreases in compute cost



Increases in money invested in AI



Increases in academic publications on AI



A less conservative look on publications …

“The number of AI 
papers on arXiv per 
month grows 
exponentially with 
doubling rate of 24 
months."



Another perspective …



Not much government action …

● For Canada, check out 
the progress on Bill C-27



The Scaling Hypothesis

More compute + more data + larger network = better AI



Prompt: “A portrait photo of a kangaroo wearing an orange hoodie and blue sunglasses standing on the grass in front of 
the Sydney Opera House holding a sign on the chest that says Welcome Friends!” (Google PARTI)



This is cute … but where is the risk?

Some signatories:

● Yoshua Bengio
● Stuart Russell
● Elon Musk
● Steve Wozniak
● Yuval Noah Harari



This is cute … but where is the risk?



This is cute … but where is the risk?



This is cute … but where is the risk?

A small sample of the executive 
order:



Problem #1: AI might advance extremely quickly.

→ less time to work on technical AI safety 
research (and other research)

→ less time to implement this research and 
appropriately adapt policies and institutional 
norms



Some definitions

- Artificial General Intelligence (AGI): An AI system that is roughly as 
generally intelligent as a human. 

- Artificial Super Intelligence (ASI): An AI system that is much much smarter 
than a human along every axis. 

- Timelines: (roughly defined) how long between now and AGI
- Takeoff Speed: (roughly defined) how long between AGI and ASI 



Leading labs are building AGI:









ChatGPT: 5 days!





History is full of unexpected and impactful events. For example: 
some people thought the Titanic was unsinkable, economic 
forecasters remained optimistic as the economy sunk during the 
Great Depresion, few US citizens in early 2020 expected the 
COVID-19 pandemic to be so disruptive, physicist Ernest 
Rutherford was skeptical of the possibility of harnessing nuclear 
energy, and Wilbur Wright said “I confess that in 1901 I said to 
my brother Orville that men would not fly for 50 years” two years 
before making the first flight.

Counterpoint: self-driving cars, etc.

https://www.britannica.com/story/did-anyone-really-think-the-titanic-was-unsinkable
https://www.britannica.com/story/did-anyone-really-think-the-titanic-was-unsinkable
https://www2.gwu.edu/~forcpgm/2016-011.pdf
https://www2.gwu.edu/~forcpgm/2016-011.pdf
https://www2.gwu.edu/~forcpgm/2016-011.pdf
https://lukemuehlhauser.com/wp-content/uploads/Jenkin-Atomic-energy-is-moonshine-what-did-Rutherford-really-mean.pdf
https://lukemuehlhauser.com/wp-content/uploads/Jenkin-Atomic-energy-is-moonshine-what-did-Rutherford-really-mean.pdf
https://lukemuehlhauser.com/wp-content/uploads/Jenkin-Atomic-energy-is-moonshine-what-did-Rutherford-really-mean.pdf
https://www.google.com/search?tbm=bks&hl=en&q=%22i+said+to+my+brother+orville+that+men+would+not+fly+for+50+years%22
https://www.google.com/search?tbm=bks&hl=en&q=%22i+said+to+my+brother+orville+that+men+would+not+fly+for+50+years%22
https://www.google.com/search?tbm=bks&hl=en&q=%22i+said+to+my+brother+orville+that+men+would+not+fly+for+50+years%22


More recent signals



More recent signals







http://www.youtube.com/watch?v=fHhNWAKw0bY&t=64


Problem: AI won’t be “aligned” by default



AI Alignment and Misalignment

● Desired outcome: grab the yellow ball
● Specified reward: human approval



AI Alignment and Misalignment

● Desired outcome: win the 
boat race

● Specified reward: get high 
score



These are just toy problems?

● We can easily spot and fix these examples
● But this might be trickier in future systems 

that do increasingly complex and difficult 
tasks



Bing Chat



Bing Chat



What can I do to help?

●



Research and engineering careers. 
You can contribute to alignment 
research as a researcher and/or 
software engineer (the line between the 
two can be fuzzy in some contexts). 









… and waaaay more. 

(I barely scratched the surface)



Other jobs at AI companies. AI 
companies hire for a lot of roles, many 
of which don’t require any technical 
skills. 

Can easily do more harm than good!



Jobs in government and at 
government-facing think tanks. 
There’s probably a lot of value in 
providing quality advice to 
governments on how to think about AI - 
both today’s systems and potential 
future ones. 



Jobs in politics. Working on political 
campaigns, doing polling analysis, etc. 
to generally improve the extent to 
which sane and reasonable people are 
in power.



Forecasting. Organizations like 
Metaculus, HyperMind, Good 
Judgment,9 Manifold Markets, and 
Samotsvety are all trying, in one 
way or another, to produce good 
probabilistic forecasts about 
world events.

https://www.metaculus.com/questions/?show-welcome=true&ref=cold-takes.com
https://www.metaculus.com/questions/?show-welcome=true&ref=cold-takes.com
https://www.hypermind.com/?ref=cold-takes.com
https://goodjudgment.com/?ref=cold-takes.com
https://goodjudgment.com/?ref=cold-takes.com
https://www.cold-takes.com/p/5fec3148-e34e-4bc2-a28b-8c95926142fa/#fn9
https://manifold.markets/?ref=cold-takes.com
https://samotsvety.org/?ref=cold-takes.com
https://samotsvety.org/?ref=cold-takes.com


Information security careers. There’s 
a big risk that a powerful AI system 
could be “stolen” via hacking or 
espionage, and this could make just 
about every kind of risk worse.



Prioritising projects within an institution, coordinating 
research, fundraising, and producing communications



Creating a financial system, project management, creating a productive office, 
executive assistance, events, hiring and human resources



Better forecasting capabilities progress, advising policymakers on 
hardware issues (e.g. export + import + manufacturing policies for 
chips), hardware needs for AI safety organizations



Journalism, fiction or nonfiction writing, documentary filmmaking, 
social media content, podcasts, blogs, media appearances



Surveying the opportunities available in an area and coming 
to reasonable judgements about their likelihood of success 
— and probable impact if they do succeed



E.g. Connor Leahy + Sid Black + Gabriel Alfour co-founded Conjecture a couple 
years ago

https://www.conjecture.dev/
https://www.lesswrong.com/posts/jfq2BH5kfQqu2vYv3/we-are-conjecture-a-new-alignment-research-startup
https://www.lesswrong.com/posts/jfq2BH5kfQqu2vYv3/we-are-conjecture-a-new-alignment-research-startup


There are serious potential downsides (e.g. “power tends to corrupt”), and a lot of 
people will think you’re weird, but overall this is worth considering.

https://80000hours.org/articles/earning-to-give/#common-objections-to-and-reasons-against-earning-to-give


Short term actions (non-exhaustive)

1. Join Carleton AI Safety and Alignment (CAISA)! (discord)
○ We have a weekly discussion group on Friday’s 4:30 - 6 PM

2. Apply for BlueDot’s AI Safety Fundamentals course (deadline Feb 7 2024)
3. Apply to SERI MATS (or currently, reflect over past SERI MATS mentor 

questions)
4. Learn more about AI Safety:

○ https://agisf.com/ has some great reading lists and links
○ Alignmentform.org to keep up to date
○ Robert Miles AI Safety videos

5. Read Uncontrollable by Darren McKee
○ We are doing a meetup Friday 7-10 PM in DT 2203 with the author
○  (Feel free to drop in even if you haven't read the book)

https://discord.gg/EkCFzBG3PQ
https://aisafetyfundamentals.com/
https://www.matsprogram.org/
https://www.matsprogram.org/
https://agisf.com/
https://www.alignmentforum.org/
https://www.youtube.com/@RobertMilesAI
https://www.amazon.ca/Uncontrollable-Threat-Artificial-Superintelligence-World/dp/B0CNNYKVH1/ref=tmm_pap_swatch_0?_encoding=UTF8&qid=1703256040&sr=8-1


Thanks for listening!


